
beyond inherently sensitive data to cover data revealing
health data indirectly, following an intellectual operation
involving deduction and cross-referencing.
The ICO considers that its guidance on special

category data “properly reflects the law on the inference
of special category data”. For Easylife’s marketing
campaign to have been lawful under the GDPR, the
company should have obtained explicit consent for the
profiling of individuals based on their personal and it
should have been clear in its privacy policy that special
category data was to be processed by consent. Easylife’s
omission to do this resulted in a breach of art.5(1)(a)
and also involved a contravention of the GDPR
art.13(1)(c), which required Easylife to provide a data
subject with a privacy notice which informs them of the
purposes of the processing for which the personal data
are intended as well as the legal basis for the processing.
On the question of explicit consent, not surprisingly,

the ICO rejected Easylife’s submission that it had the
requisite consent to process special category data
because it had notified customers that it would be using
customers’ personal data to notify them of products
“that might be of interest to you”. The ICO was clear
that no customer would have understood Easylife’s
privacy policy to mean that the company was going to
process their special category data and then use it in a
direct marketing telephone campaign.
Leaving the last word to the Information

Commissioner, John Edwards:

“Easylife was making assumptions about people’s
medical condition based on their purchase history
without their knowledge, and then peddled them a
health product—that is not allowed.
The invisible use of people’s data meant that

people could not understand how their data was
being used and, ultimately, were not able to exercise
their privacy and data protection rights. The lack
of transparency, combined with the intrusive nature
of the profiling, has resulted in a serious breach of
people’s information rights.”

Past Age-Assurance
Failures: “TikTok should
have known better.
TikTok should have
done better.”
Elizabeth Kilburn
SENIOR ASSOCIATE, WEDLAKE BELL LLP

Alexander Dittel
PARTNER, WEDLAKE BELL LLP
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The message from the UK Information Commissioner
John Edwards in a video published on 4 April 2023 adds
to what has already been a busy year for TikTok. The
£12.7 million fine from the UK Information
Commissioner’s Office (ICO) concerns the unlawful
processing of data of children under the age of 13
without parental consent1 in breach of the UK GDPR.2
This comes in the wake of the UK Government’s ban of
the TikTok app on official mobile phones following a
security review of the platform,3 after similar steps were
taken by the European Commission and the US
Government earlier this year.

Lack of consent and appropriate
transparency
The ICO fine relates to the period from May 2018 to
July 2020 during the early days of the GDPR. Given the
app’s obvious appeal and extensive use by children,
TikTok “did not do enough” to check who was using
their platform. Relying on the self-asserted age by the
user is not sufficient to comply with the law, and neither
is imposing a minimum age in the terms and conditions.
The UK GDPR requires parental consent for users under
the age of 13 in respect of processing of their data for
marketing and profiling which would be ordinarily based
on consent. In 2019, a lack of parental consent in breach
of the Children’s Online Privacy Protection Act (COPPA)
was investigated by the United States Federal Trade

1 “ICO fines TikTok £12.7 million for misusing children’s data” ICO, 4 April 2023 at https://ico.org.uk/about-the-ico/media-centre/news-and-blogs/2023/04/ico-fines-tiktok-127
-million-for-misusing-children-s-data/.
2 Regulation 2016/679 on the protection of natural persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive
95/46 [2016] OJ L119/1.
3 “TikTok banned on UK government devices as part of wider app review” Gov.uk, 16 March 2023 at https://www.gov.uk/government/news/tiktok-banned-on-uk-government
-devices-as-part-of-wider-app-review#:~:text=Social%20media%20app%20TikTok%20has,Cabinet%20Office%20has%20announced%20today.&text=The%20ban%20comes%20after
%20Cabinet%20Office%20Ministers%20ordered%20a%20security%20review.
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Commission. Unlike in the UK, in the US, a TikTok app
with a limited experience remains available for users
under the age of 13.
Secondly, TikTok failed to explain to users, in an

easy-to-understand way, how their data is collected, used
and shared. As a result, users of the app and in particular,
children were unlikely to be able to make informed
choices about whether to use the app and how to engage
with it. Slightly ahead of the ICO, the Dutch DPA fined
TikTok in 2021 for failing to provide a notice in the
Dutch language in intelligible and plain language for
children to understand.4
Finally, despite alleged concerns raised internally with

some senior employees, TikTok failed to respond
adequately and remove the estimated one million UK
underage children that were actively using the app.

Default privacy settings not in scope
TikTok’s wider data processing was not in the scope of
this investigation. However, the ICO’s Executive Director
Stephen Bonner said, on 5 April 2023 in a Channel 4
news programme, that the ICO has other active
investigations into TikTok as it continues to focus on
social media, video sharing and gaming platforms.
In 2021, the Irish Data Protection Commission (DPC)

as the “Lead Supervisory Authority” started a
pan-European investigation into TikTok’s processing of
child user’s personal data, including default settings such
as public-by-default processing and age-verification
measures.5

Introducing the “best interest of the
child”
The ICO’s binding statutory Age Appropriate Design
Code became effective in September 2021. Whilst not
relevant to the current investigation which pre-dates the
Code, the Code expands on the UK GDPR’s children’s
data rules.
The Code imposes 15 standards.6 Under the Code,
organisations such as TikTok which offer online services
likely to be accessed by children are expected to support
children in exercising their basic rights, including the right
to play and engage in recreational activities appropriate
to their age, and to protect children from harms and
exploitation, regardless of the children’s awareness or
attitude towards harm. Pursuing commercial interests is
not prohibited but the best interest of the child must be
the primary consideration.
Identifying the risks to children from data processing

on the platform and working out mitigations is essential
for compliance with the Code. Whilst not intended to

moderate content, if risk stems from data processing
based around content, the Code could have an impact
on content too.

Age assurance is key
Without appropriate and effective age-assurance
measures, it will be hard to demonstrate compliance
with the UK GDPR and the Code. If an organisation is
unable to establish age with sufficient certainty, it will
have to implement a floor level of protection suited to
its youngest audiences for all users.
Age assurance includes age estimation and age

verification. Neither the UK GDPR nor the Code
prescribe any age-assurance measures. However, the
invisible bar of compliance is not low and organisations
must not turn a blind eye to the fact that children use
their services. According to joint research by the ICO
and Ofcom,7 children are likely to circumvent parental
rules or controls, for example, by gaining access to their
parents’ settings or parental control apps, creating new
accounts online when parents followed them on social
media, and changing their IP address using a VPN to avoid
controls on Wi-Fi settings. An organisation outsmarted
by kids in these common ways will likely have failed to
comply.
Age estimation is used to determine an age range on

an ongoing basis based on algorithms and pattern
recognition. For example, Instagram uses “artificial
intelligence to estimate how old people are based on
things like ‘Happy Birthday’ posts”. Similarly, TikTok
processes keystroke patterns, user engagement data,
search history, settings, contact information from linked
platforms and other data to infer an age range for safety
and compliance purposes. Relying on innovative
technology and experts, user monitoring for age
estimation is data-heavy and only offers statistical
accuracy. On the upside, however, it spares the user the
burdensome task of having to provide identification
information or to upload official documents, an
impossible requirement to meet for a young user without
a passport.
On the other hand, age verification is based on the

verification of documents such as an official ID and
provides greater certainty of the user’s age. It seems that
TikTok does not resort to hard ID verification or
biometric ID verification which is common in financial
services and other regulated sectors. Instead, when
TikTok does require a higher proof it will rely on
alternatives, such as a photo of a “trusted adult” looking
at the camera and holding a piece of paper which says
“TikTok proof of age”, the child’s date of birth, and a
unique code sent to the user as well as another photo

4 “Dutch DPA: TikTok fined for violating children’s privacy” EDPB, 22 July 2021 at https://edpb.europa.eu/news/national-news/2021/dutch-dpa-tiktok-fined-violating-childrens
-privacy_en.
5 “Irish DPC submits Article 60 draft decision on inquiry into TikTok” September 2022 at https://www.dataprotection.ie/en/news-media/irish-dpc-submits-article-60-draft-decision
-inquiry-tiktok-0.
6 “ICO’s Age appropriate design: a code of practice for online services” at https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/childrens-information/childrens-code
-guidance-and-resources/introduction-to-the-childrens-code/.
7 “Families’ attitudes towards age assurance: research commissioned by the ICO and Ofcom” October 2022 at https://www.gov.uk/government/publications/families-attitudes
-towards-age-assurance-research-commissioned-by-the-ico-and-ofcom.
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of the adult and child together. This age assurance is
used if someone wishes to appeal a ban for being
suspected under age.

Risk-based approach
The ICO promotes a risk-based approach to age
assurance.8 While high-risk data processing will require
the highest possible level of age certainty,
medium-to-low-risk processing will require certainty
that is proportionate to the risk to children’s rights and
freedoms.
A recent Age Check report for the ICO suggests that

self-asserted age should be treated with zero trust by
organisations.9 But how compliant are modern statistical
age estimation measures? Some answers may lie within
the ISO/IEC 27566 standard about age assurance and
others might be expected soon as the ICO is
standardising its approach to measuring efficiency of
age-assurance measures. The obvious question arises, if
guidance is only being formulated now, what confidence
does the ICO have that its fine can be substantiated?
TikTok currently uses a mixture of age-estimation and

age-verification measures; it enables parental controls
and its terms prevent users under the age of 13 from
using the platform in the UK. However, imposing user
restrictions might not be appreciated by the public.
According to the joint ICO-Ofcom research, many
parents found age restrictions on social media and games
arbitrary. Others were concerned about data collected
for age assurance based on behavioural profiling, hard
identifiers and facial image analysis.10 Age assurance will
continue to be a difficult balancing exercise for the likes
of TikTok.

Conclusion
Whilst the ICO’s ongoing focus on children’s privacy will
be welcomed by many, some might be disappointed about
the reduction of the fine from the initial £27 million in
relation to a contravention which lasted for two years.
There is also fear that this is another example of the
waning effectiveness of the regulator, amidst its limited
enforcement activity and Government interference.
However, given the unclear rules and a lack of available

age assurance technologies at the time, one could view
the ICO fine as premature. Moreover, TikTok appears
to have implemented a number of significant children
privacy-related features and initiatives since.
We have not seen the full penalty notice at the time

of writing this article, and it remains unclear how the
ICO presented its case. Without compelling evidence,
a challenge by TikTok is likely.
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In Macatė v Lithuania,1 the Grand Chamber of the
European Court of Human Rights held, unanimously,
that the applicant’s right to freedom of expression under
art.10 of the Convention had been violated by the
decisions of the Lithuanian University of Educational
Sciences to suspend the distribution of her children’s
book, Amber Heart (Gintarinė širdis), and to subsequently
disseminate the book with a warning label which stated
that it contained content which could be harmful to
children under age 14.

The impugned measures
The applicant, Ms Neringa Dangvydė Macatė, was a
Lithuanian national ([2]). She was an award-winning
author of children’s literature and was openly
homosexual ([12] and [143]).
In 2012, the press of the Lithuanian University of

Educational Sciences—a public university—decided to
publish the applicant’s book, Amber Heart ([13]). The
book contained six original fairy tales aimed at young
readers aged 9–10 ([13]). The stories depicted characters
from different ethnicities or who were differently abled
and addressed themes including stigmatisation, bullying,
and divorced families ([15]). Two of the fairy tales
portrayed loving, committed same-sex relationships;
others in the collection showed similar heterosexual

8 “Information Commissioner’s opinion: Age Assurance for the Children’s Code” 14 October 2021 at https://ico.org.uk/media/about-the-ico/documents/4018659/age-assurance
-opinion-202110.pdf.
9 Measurement of Age Assurance Technologies, “A Research Report for the Information Commissioner’s Office Age Check Certification Scheme” at https://ico.org.uk
/media/about-the-ico/documents/4021822/measurement-of-age-assurance-technologies.pdf.
10 “Families’ attitudes towards age assurance: research commissioned by the ICO and Ofcom” October 2022 at https://www.gov.uk/government/publications/families-attitudes
-towards-age-assurance-research-commissioned-by-the-ico-and-ofcom.
1Macatė v Lithuania (61435/19) 23 January 2023.
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